Quantity doesn’t buy quality syntax
with neural language models
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Abstract Agreement accuracy by construction

Neural language models (LMs) can predict upcoming words re-
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probability to ungrammatical words. In this work we investigate 1.0
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How much data is enough? Conclusions
Table 1: Strength of evidence for improvements in agreement prediction
accuracy as a result of increasing corpus size averaging across layer size (left) or VP Coord (short o Layer size improves syntactic performance to a point.
layer size averaging across corpus size (right), as qu?ntified by Bayes factors. VP Coord (short) | o More training data helps sporadically
Boldfaced Bayes factors indicate strong evidence of improvement. . , . .
But even with consistent improvement, LMs require an
unreasonable amount of data to solve such a simple task.
We should likely focus on syntactically structured architectures or
References - . .
explicit syntactic supervision.
[1] Alexei Baevski, Sergei Edunov, Yinhan Liu, Luke Zettlemoyer, and Michael Auli.
Cloze-driven pretraining of self-attention networks.
Technical report, Facebook Al Research, 2019. . .
R » Related Finding
2] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. : |0bj Rel Within (no that)
BERT: Pre-training of deep bidirectional transformers for language understanding. Obj Rel Within (no that) o . .
In Proceedings of the 2019 Annual Conference of the North American Chapter of the Reflox Pre—trammg a BERT-like LM on more data pl”OdU.CGS tlﬂy downstream
Association for Computational Linguistics. Association for Computational Linguistics, 2019. Oebj eR);II\;e:cross improvements [1]
3] Kristina Gulordava, Piotr Bojanowski, Edogard G.rave, Tal Linzen, and Marco Baroni. VP Coord (long) reflexives/ 562M — 18C (5.668 N 1.8610) tokens improved NLI ACCUTacy from
Colorless green recurrent networks dream hierarchically. Oeb' eR)gIVEiross (no that)
In Proceedings of the 2018 Annual Conference of the North American Chapter of the | -ObJ' Rels/VP Coord (long) 817%_)823%
Association for Computational Linguistics. Association for Computational Linguistics, 2018. : J
4] Rebecca Marvin and Tal Linzen. | |Subj Rel/Prep/Sent Comp
Targeted syntactic evaluation of language models.
In Ellen Riloft, David Chiang, Julia Hockenmaier, and Jun’ichi Tsujii, editors, Proceedings of - l
the 2018 Conference on Empirical Methods in Natural Language Processing, pages _ | _ |
1192-1202. Association for Computational Linguistics, 2018. GRNN  GPT  BERT GRNN  GPT  BERT
[5] Alec Radford, Karthik Narasimhan, Tim Salimans, and Ilya Sutskever. Figure 7: Human Figure 8: 99.99%

Improving language understanding by generative pre-training.
Technical report, OpenAl, 2018.

(6] Thomas Wolf.

Number of training tokens required to reach human and
near perfect accuracy in each construction, assuming

Some additional experiments extending the tech report “assessing BERT's syntactic abilities” 20M %4 OM rate Of z'mpr ovement fOT EVETY dOUblan Of
by Yoav Goldberg. data
Technical report, Huggingtace Inc, 2019.




