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Abstract

A standard approach to language model eval-
uation probes how models assign probabilities
to valid versus invalid syntactic constructions
(i.e. is a grammatical sentence more probable
than an ungrammatical sentence). Our work
uses ambiguous relative clause attachment to
extend such evaluations to cases of multiple si-
multaneous valid interpretations, where stark
grammaticality differences are absent. We
compare model performance in English and
Spanish to show that non-linguistic biases in
RNN LMs advantageously overlap with syn-
tactic structure in English but not Spanish.
Thus, English models may appear to acquire
human-like syntactic preferences, while mod-
els trained on Spanish fail to acquire compa-
rable human-like preferences. We conclude
by relating these results to broader concerns
about the relationship between comprehension
(i.e. typical language model use cases) and pro-
duction (which generates the training data for
language models), pointing towards an inter-
esting intersection between psycholinguistics
and computational linguistics.

1 Introduction

Language modeling is widely used as pretrain-
ing for many tasks involving language processing
(Peters et al., 2018; Radford et al., 2018; Devlin
et al., 2019). Since such pretraining affects so
many tasks, effective evaluations to assess model
quality are critical. Researchers in the vein of
the present study, typically take (pretrained) lan-
guage models and ask whether those models have
learned some linguistic phenomena (e.g., subject-
verb agreement). Often the task is operationalized
as: do the models match some human baseline (e.g.,
acceptability judgments, reading times, compre-
hension questions) measured when humans expe-
rience this linguistic phenomena (e.g., comparing
acceptability ratings of sentences with grammati-

cal/ungrammatical agreement). This work tacitly
assumes that the necessary linguistic biases are
in the training signal and then asks whether the
models learn the same abstract representations as
humans given this signal. The present study casts
doubt on the validity of this assumption.

Additionally, this approach generally probes a
model’s linguistic knowledge by asking whether it
assigns higher probability to grammatical sentences
compared to ungrammatical sentences (Linzen
et al., 2016). However, real world applications
demand that our models not only know the dif-
ference between valid and invalid sentences; they
must also be able to correctly prioritize simultane-
ous valid interpretations (Lau et al., 2017). In this
paper, we investigate whether neural networks can
in fact prioritize simultaneous interpretations in a
human-like way. In particular, we probe the biases
of neural networks for ambiguous relative clause
(RC) attachments, such as the following:

(1) Andrew had dinner yesterday with the
nephew of the teacher that was divorced.
(from Fernández, 2003)

In (1), there are two nominals (nephew and teacher)
that are available for modification by the RC (that
was divorced). We refer to attachment of the RC
to the syntactically higher nominal (i.e. the nephew
is divorced) as HIGH and attachment to the lower
nominal (i.e. the teacher is divorced) as LOW.

As both interpretations are equally semantically
plausible when no supporting context is given, we
might expect that humans choose between HIGH
and LOW at chance. However, it has been widely
established that English speakers tend to interpret
the relative clause as modifying the lower nomi-
nal more often than the higher nominal (i.e. they
have a LOW bias;1 Carreiras and Clifton Jr, 1993;

1We use “bias” throughout this paper to refer to “interpreta-



Frazier and Clifton, 1996; Carreiras and Clifton,
1999; Fernández, 2003). LOW bias is actually ty-
pologically much rarer than HIGH bias (Brysbaert
and Mitchell, 1996). A proto-typical example of
a language with HIGH attachment bias is Spanish
(see Carreiras and Clifton Jr, 1993; Carreiras and
Clifton, 1999; Fernández, 2003).

A growing body of literature has shown that
English linguistic structures conveniently overlap
with non-linguistic biases in neural language mod-
els leading to performance advantages for mod-
els of English, without such models being able
to learn comparable structures in non-English-like
languages (e.g., Dyer et al., 2019). This, cou-
pled with recent work showing that such mod-
els have a strong recency bias (Ravfogel et al.,
2019), suggests that one of these attachment types
(LOW), will be more easily learned. Therefore,
the models might appear to perform in a human-
like fashion on English, while failing on the cross-
linguistically more common attachment preference
(HIGH) found in Spanish. The present study inves-
tigates these concerns by first establishing, via a
synthetic language experiment, that recurrent neu-
ral network (RNN) language models (LMs) are
capable of learning either type of attachment (Sec-
tion 4). However, we then demonstrate that when
learning attachment preferences from actual corpus
data in multiple languages (English and Spanish)
these models consistently exhibit a LOW prefer-
ence (Sections 5–7).

In comparing English and Spanish, we show that
non-linguistic biases in RNN LMs overlap with
interpretation biases in English to appear as though
the models have acquired English syntax, while
failing to acquire minimally different interpretation
biases in Spanish. Concretely, English attachment
preferences favor the most recent nominal, which
aligns with a general preference in RNN LMs for
attaching to the most recent nominal. In Spanish,
this general recency preference in the models re-
mains despite a HIGH attachment interpretation
bias in humans. These results raise broader ques-
tions regarding the relationship between compre-
hension (i.e. typical language model use cases) and
production (which generates the training data for
language models) and point to a deeper inability of
RNN LMs to learn aspects of linguistic structure
from raw text alone.

tion bias.” We will return to the distinction between production
bias and interpretation bias in the Discussion section of this
paper.

2 Related Work

Much recent work has probed RNN LMs for their
ability to represent syntactic phenomena. In par-
ticular, subject-verb agreement has been explored
extensively (e.g., Linzen et al., 2016; Bernardy and
Lappin, 2017; Enguehard et al., 2017) with results
at human level performance in some cases (Gu-
lordava et al., 2018). However, additional studies
have found that the models are unable to generalize
sequential patterns to longer or shorter sequences
that share the same abstract constructions (Trask
et al., 2018; van Schijndel et al., 2019).This sug-
gests that the learned syntactic representations are
very brittle.

Despite this brittleness, RNN LMs have been
claimed to exhibit human-like behavior when pro-
cessing garden path constructions (van Schijndel
and Linzen, 2018; Futrell and Levy, 2019; Frank
and Hoeks, 2019), reflexive pronouns and nega-
tive polarity items (Futrell et al., 2018), and center
embedding and syntactic islands (Wilcox et al.,
2019a,b). There are some cases, like coordina-
tion islands, where RNN behavior is distinctly
non-human (see Wilcox et al., 2019b), but in gen-
eral this literature suggests that RNN LMs encode
some type of abstract syntactic representation (e.g.,
Prasad et al., 2019). Thus far though, the linguistic
structures used to probe RNN LMs have been those
with unambiguously ungrammatical counterparts.
This extends into the domain of semantics, where
downstream evaluation platforms like GLUE and
SuperGLUE evaluate LMs for correct vs. incorrect
interpretations on tasks targeting language under-
standing (Wang et al., 2018, 2019).

Some recent work has relaxed this binary distinc-
tion of correct vs. incorrect or grammatical vs. un-
grammatical. Lau et al. (2017) correlate acceptabil-
ity scores generated from a LM to average human
acceptability ratings, suggesting that human-like
gradient syntactic knowledge can be captured by
such models. Futrell and Levy (2019) also look
at gradient acceptability in both RNN LMs and
humans, by focusing on alternations of syntactic
constituency order (e.g., heavy NP shift, dative al-
ternation). Their results suggest that RNN LMs
acquire soft constraints on word ordering, like hu-
mans. However, the alternations in Futrell and
Levy, while varying in their degree of acceptability,
maintain the same syntactic relations throughout
the alternation (e.g., gave a book to Tom and gave
Tom a book both preserve the fact that Tom is the



indirect object). Our work expands this line of re-
search by probing how RNN LMs behave when
multiple valid interpretations, with crucially differ-
ent syntactic relations, are available within a single
sentence. We find that RNN LMs do not resolve
such ambiguity in a human-like way.

There are, of course, a number of other modeling
approaches that exist in the current literature; the
most notable of these being BERT (Devlin et al.,
2019). These transformer models have achieved
high performance on a variety of natural language
processing tasks, however, there are a number of
properties that make them less suitable to this work.
One immediate consideration is that of training.
We are interested in the behavior of a class of mod-
els, so we analyze the behavior of several randomly
initialized models. We do not know how repre-
sentative BERT is of models of the same class,
and training more BERT variants is immensely
time consuming and environmentally detrimental
(Strubell et al., 2019). Additionally, we are inter-
ested in probability distributions over individual
words given the preceding context, something that
is not part of BERT’s training as it takes whole
sentences as input. Finally, the bidirectional nature
of many of these models makes their representa-
tions difficult to compare to humans. For these
reasons, we restrict our analyses to unidirectional
RNN LMs. This necessarily reduces the generaliz-
ability of our claims. However, we still believe this
work has broader implications for probing what as-
pects of linguistic representations neural networks
can acquire using standard training data.

3 Methods

3.1 Experimental Stimuli

In the present study, we compare the attachment
preferences of RNN LMs to those established in
Fernández (2003). Fernández demonstrated that hu-
mans have consistent RC attachment biases using
both self-paced reading and offline comprehension
questions. They tested both English and Spanish
monolinguals (along with bilinguals) using parallel
stimuli across the two languages, which we use in
the experiments in this paper.

Specifically, Fernández (2003) included 24 items
per language, 12 with a singular RC verb (was) and
12 with a plural RC verb (were). The English and
Spanish stimuli are translations of each other, so
they stand as minimal pairs for attachment prefer-

ences. Example stimuli are given below.2

(2) a. Andrew had dinner yesterday with the
nephew of the teachers that was di-
vorced.

b. Andrew had dinner yesterday with the
nephews of the teacher that was di-
vorced.

c. André cenó ayer con el sobrino de los
maestros que estaba divorciado.

d. André cenó ayer con los sobrinos del
maestro que estaba divorciado.

The underlined nominal above marks the attach-
ment point of the relative clause (that was di-
vorced). (2-a) and (2-c) exhibit HIGH attachment,
while (2-b) and (2-d) exhibit LOW attachment.
Fernández found that English speakers had a LOW
bias, preferring (2-b) over (2-a), while Spanish
speakers had a HIGH bias, preferring (2-c) over
(2-d).

We ran two experiments per language,3 one a di-
rect simulation of the experiment from Fernández
(2003) and the other an extension (EXTENDED

DATA), using a larger set of experimental stim-
uli. The direct simulation allowed us to compare
the attachment preferences for RNN LMs to the
experimental results for humans. The extension
allowed us to confirm that any attachment prefer-
ences we observed were generalizable properties
of these models.

Specifically, the EXTENDED DATA set of stim-
uli included the English and Spanish stimuli from
Carreiras and Clifton Jr (1993) in addition to the
stimuli from Fernández (2003), for a total of 40
sentences. Next, we assigned part-of-speech tags
to the English and Spanish LM training data us-
ing TreeTagger (Schmid, 1999). We filtered the
tokens to the top 40 most frequent plural nouns,
generating the singular forms from TreeTagger’s
lemmatization. We then substituted into the test
sentences all combinations of distinct nouns exclud-
ing reflexives. Then we appended a relative clause
with either a singular or plural verb (was/were or
estaba/estaban).4 Finally, each test stimulus in a

2All experimental stimuli used will be released on GitHub.
3The vocabulary of the models was constrained to the 50K

most frequent words during training. Out-of-vocabulary nom-
inals in the original stimuli were replaced with semantically
similar nominals. In English, lid(s) to cover(s) and refill(s) to
filler(s). In Spanish, sarcófago(s) to ataúd(es), recambio(s) to
sustitución(es), fregadero(s) to lavabo(s), baúl(es) to caja(s),
cacerola(s) to platillo(s), and bolı́grafo(s) to pluma(s)

4Since the unidirectional models are tested at the RC verb,



pair had a LOW and HIGH attachment version for a
total of 249600 sentences. An example of four sen-
tences generated for English given the two nouns
building and system is below.

(3) a. Everybody ignored the system of the
buildings that was

b. Everybody ignored the systems of the
building that was

c. Everybody ignored the system of the
buildings that were

d. Everybody ignored the systems of the
building that were

Not all combinations are semantically coherent;
however, Gulordava et al. suggest that syntactic
operations (e.g., subject-verb agreement) are still
possible for RNN LMs with “completely meaning-
less” sentences (Gulordava et al., 2018, p. 2).

3.2 RNN LM Details

We analyzed long short-term memory networks
(LSTMs; Hochreiter and Schmidhuber, 1997)
throughout the present paper. For English, we used
the English Wikipedia training data provided by
Gulordava et al. (2018).5 For Spanish, we con-
structed a comparable training corpus from Span-
ish Wikipedia following the process used by Gu-
lordava et al. (2018). A recent dump of Spanish
Wikipedia was downloaded, raw text was extracted
using WikiExtractor,6 and tokenization was done
using TreeTagger. A 100-million word subset of the
data was extracted, shuffled by sentence, and split
into training (80%) and validation (10%) sets.7 For
LM training, we included the 50K most frequent
words in the vocabulary, replacing the other tokens
with ‘〈UNK〉’.

We used the best English model in Gulordava
et al. (2018) and trained 4 additional models with
the same architecture8 but different random initial-
izations. There was no established Spanish model
architecture, so we took the best model architec-
ture9 reported for Italian in Gulordava et al. (2018)

we did not need to generate the rest of the sentence after that
verb.

5https://github.com/facebookresearch/
colorlessgreenRNNs

6https://github.com/attardi/
wikiextractor

7We also created a test partition (10% of our data), which
we did not use in this work.

8The models had 2 layers, 650 hidden/embedding units,
batch size 128, dropout 0.2, and an initial learning rate of 20.

9The models had 2 layers, 650 hidden/embedding units,

Language µ σ

Synthetic 4.62 0.03
English 51.83 0.96
Spanish 40.80 0.89

Table 1: Mean and standard deviation of LM validation
perplexity for the synthetic models used in Section 4,
the English models used in Section 5-6, and the Span-
ish models used in Section 7

and trained 5 models.10 Since both Italian and
Spanish are Romance languages, we took this as a
better approximation of optimal model architecture
than the one reported for English (a Germanic lan-
guage). All models used in this work were trained
for 40 epochs with resultant mean validation per-
plexities and standard deviations in Table 1.

3.3 Measures
We evaluated the RNN LMs using information-
theoretic surprisal (Shannon, 1948; Hale, 2001;
Levy, 2008). Surprisal is defined as the inverse
log probability assigned to each word (wi) in a
sentence given the preceding context.

surprisal(wi) = −log p(wi|w1...wi−1)

The probability is calculated by applying the
softmax function to an RNN’s output layer. Sur-
prisal has been correlated with human process-
ing difficulty (Smith and Levy, 2013; Frank et al.,
2015) allowing us to compare model behavior to
human behavior. Each of the experiments done
in this work looked at sentences that differed in
the grammatical number of the nominals, repeated
from Section 3.1 below.

(4) a. Andrew had dinner yesterday with the
nephew of the teachers that was di-
vorced.

b. Andrew had dinner yesterday with the
nephews of the teacher that was di-
vorced.

(from Fernández, 2003)

In (4-a) the RC verb (was) agrees with the HIGH
nominal, while in (4-b) it agrees with the LOW
nominal. As such, this minimal pair probes the
interpretation bias induced by the relativizer (that).

We measure the surprisal of the RC verb (was)
in both sentences of the pair. If the model has a

batch size 64, dropout 0.2, learning rate 20.
10All models and training data will be released on GitHub.

https://github.com/facebookresearch/colorlessgreenRNNs
https://github.com/facebookresearch/colorlessgreenRNNs
https://github.com/attardi/wikiextractor
https://github.com/attardi/wikiextractor


preference for LOW attachment, then we expect
that the surprisal will be smaller when the number
of the final noun agrees with the number of the RC
verb (e.g., surprisal (4-b) < surprisal (4-a)). Con-
cretely, for each such pair we take the difference
in surprisal of the RC verb in the case of HIGH
attachment (4-a) from the surprisal of the RC verb
in the case of LOW attachment (4-b). If this differ-
ence (surprisal (4-a) - surprisal (4-b)) is positive,
then the LM has a LOW bias, and if the difference
is negative, the LM has a HIGH bias.

4 Attachment vs. Recency

We begin with a proof of concept. It has been noted
that RNN LMs have a strong recency bias (Rav-
fogel et al., 2019). As such, it could be possible
that only one type of attachment, namely LOW
attachment, is learnable. To investigate this pos-
sibility, we followed the methodology in McCoy
et al. (2018) and constructed a synthetic language
to control the distribution of RC attachment in two
experiments. Our first experiment targeted the ques-
tion: if all RC attachment is HIGH, how many RCs
have to be observed in training in order for a HIGH
bias to generalize to unseen data? Our second ex-
periment targeted the question: what proportion of
HIGH and LOW attachment is needed in training
to learn a bias?

Our synthetic language had RC attachment sen-
tences and filler declarative sentences. The filler
sentences follow the phrase structure template
given in (5-a), while RC attachment sentences fol-
low the phrase structure template given in (5-b).

(5) a. D N (P D N) (Aux) V (D N) (P D N)
b. D N Aux V D N ‘of’ D N ‘that’

‘was/were’ V

Material in parentheses was optional and so was
not present in all filler stimuli. That is to say, all
filler sentences had a subject (abbreviated D N)
and a verb (abbreviated V), with the verb being
optionally transitive and followed by a direct ob-
ject (D N). The subject, object, or both could be
modified by a prepositional phrase (P D N). The
subject and object could be either singular or plu-
ral, with the optional auxiliary (Aux) agreeing in
number with the subject. There were 30 nouns (N;
60 with plural forms), 2 auxiliaries (Aux; was/were
and has/had), 1 determiner (D; the), 14 verbs (V),
and 4 prepositions (P). An example filler sentence
is given in (6-a), and an example RC sentence is

given in (6-b).

(6) a. The nephew near the children was seen
by the players next to the lawyer.

b. The gymnast has met the hostage of
the women that was eating.

We trained RNN LMs on our synthetic language us-
ing the same parameters as the English LMs given
in Section 3.2, with 120,000 unique sentences in
the training corpus. The resultant RNN LMs were
tested on 300 sentences with ambiguous RC at-
tachment, and we measured the surprisal at the RC
auxiliary verb (was/were), following the methodol-
ogy given in Section 3.3.

To determine how many HIGH RCs were needed
in training to learn a HIGH bias, we first con-
strained all the RC attachment in the training data
to HIGH attachment. Then, we varied the propor-
tion (in increments of 10 RC sentences at a time)
of RC sentences to filler sentences during training.
We trained 5 RNNs for each training configuration
(i.e. each proportion of RCs). This experiment pro-
vided a lower bound on the number of HIGH RCs
needed in the training data to overcome any RNN
recency bias when all RCs exhibited HIGH attach-
ment. When as little as 0.017% (20 sentences)
of the data contained RCs with HIGH attachment,
the test difference in surprisal between HIGH and
LOW attachment significantly differed from zero
(p < 10−5, BayesFactor (BF) > 100),11 with a
mean difference less than zero (µ = −2.24). These
results indicate that the models were able to ac-
quire a HIGH bias with only 20/120000 examples
of HIGH RC attachment.

In practice, we would like LMs to learn a prefer-
ence even when the training data contains a mixture
of HIGH and LOW attachment. To determine the
proportion of RCs that must be HIGH to learn a
HIGH bias, we fixed 10% of the training data as
unambiguous RC attachment. Within that 10%, we
varied the proportion of HIGH and LOW attach-
ment in 10% increments (i.e. 0% HIGH - 100%
LOW, 10% HIGH - 90% LOW, etc). Once again,
we trained 5 models on each training configura-
tion and tested those models on 300 test sentences,

11To correct for multiple comparisons, a Bonferroni correc-
tion with m = 6 was used. Thus, the threshold for statistical
significance was p = 0.0083. We also computed two-sample
Bayes Factors (BF; Rouder et al., 2009) for each statistical
analysis using ttestBF from the BayesFactor R pack-
age (Morey and Rouder, 2018). A Bayes Factor greater than
10 is significant evidence for the hypothesis, while one greater
than 100 is highly significant.



measuring the surprisal at the RC verb. When
the training data had 50-100% HIGH attachment,
the models preferred HIGH attachment in all the
test sentences. Conversely, when the training data
had 0-40% HIGH attachment, the models preferred
LOW attachment in all test sentences.

Taken together, the results from our synthetic
language experiments suggest that HIGH attach-
ment is indeed learnable by RNN LMs. In fact, an
equal proportion of HIGH and LOW attachment
in the training data is all that is needed for these
models to acquire a general preference for HIGH
attachment (contra to the recency bias reported in
the literature).

5 English Experiments

We turn now to model attachment preferences in
English. We trained the models using English
Wikipedia. We tested the attachment preferences
of the RNN LMs using the original stimuli from
Fernández (2003), and using a larger set of stimuli
to have a better sense of model behavior on a wider
range of stimuli. For space considerations, we only
report here results of the EXTENDED DATA (the
larger set of stimuli), but similar results hold for
the Fernández (2003) stimuli (see Supplemental
Materials).

In order to compare the model results with
the mean human interpretation results reported
by Fernández (2003), we categorically coded the
model response to each item for HIGH/LOW at-
tachment preference. If model surprisal for LOW
attachment was less than model surprisal for HIGH
attachment, the attachment was coded as LOW. See
Figure 1 for the comparison between RNNs and
humans in English.

Statistical robustness for our RNN results was
determined using the original distribution of sur-
prisal values. Specifically, a two-tailed t-test was
conducted to see if the mean difference in surprisal
differed from zero (i.e. the model has some at-
tachment bias). This revealed a highly significant
(p < 10−5, BF > 100) mean difference in sur-
prisal of 0.77. This positive difference indicates
that the RNN LMs have a consistent LOW bias,
similar to English readers, across models trained
with differing random seeds.

There are two possible reasons for this pattern-
ing: (1) the models have learned a human-like
LOW bias, or (2) the models have a recency bias
that favors attachment to the lower nominal. These

Figure 1: Proportion HIGH vs LOW attachment in
English. Human results from the original Fernández
(2003) experiment and RNN LM results from EX-
TENDED DATA (derived from Fernández (2003) and
Carreiras and Clifton Jr (1993)).

two hypotheses have overlapping predictions in
English. The second hypothesis is perhaps weak-
ened by the results of Section 4, where both at-
tachment types were learnable despite any recency
bias. However, we know that other syntactic at-
tachment biases can influence RC attachment in
humans (Scheepers, 2003). It could be that other
kinds of attachment (such as prepositional phrase
attachment) have varying proportions of attachment
biases in the training data. Perhaps conflicting at-
tachment biases across multiple constructions force
the model to resort to the use of a ‘default’ recency
bias in cases of ambiguity.

6 Syntactically blocking low attachment

6.1 Stimuli
To determine whether the behavior of the RNNs
is driven by a learned attachment preference or a
strong recency bias, we created stimuli12 using the
stimulus template described in Section 3.1 (e.g.,
(3)). All of these stimuli had only the higher nomi-
nal syntactically available for attachment; the lower
nominal was blocked by the addition of a relative
clause:

(7) a. Everybody ignored the boy that the
girls hated that was boring.

b. *Everybody ignored the boys that the
girl hated that was boring.

In (7) only (7-a) is grammatical. This follows be-
12As before, some of these stimuli are infelicitous. We do

not concern ourselves with this distinction in the present work,
given the results in Gulordava et al. (2018).



Figure 2: Proportion HIGH vs LOW attachment with
syntactically unavailable lower nominal. Human re-
sults estimated from Linzen and Leonard (2018) and
RNN LM results from the EXTENDED DATA (derived
from Fernández (2003) and Carreiras and Clifton Jr
(1993)) with the lower nominal blocked.

cause boy(s) is the only nominal available for mod-
ification. In (7-a), the RC verb was agrees in num-
ber with this nominal, while in (7-b), was agrees in
number with the now blocked lower nominal girl
rather than with boys. For all such sentence pairs,
we calculated the difference in surprisal between
(7-a) and (7-b). If their behavior is driven by a legit-
imate syntactic attachment preference, the models
should exhibit an overwhelming HIGH bias (i.e.
the mean difference should be less than zero).

6.2 Results

As before, the differences in surprisal were calcu-
lated for each pair of experimental items. If the
difference was greater than zero, the attachment
was coded as LOW. The results categorically coded
for HIGH/LOW attachment are given in Figure 2,
including the results expected for humans given
the pattern in Linzen and Leonard (2018).13 A
two-tailed t-test was conducted to see if the mean
difference in surprisal differed from zero. The re-
sults were statistically significant (p < 10−5, BF
> 100). The mean difference in surprisal was 1.15,
however, suggesting that the models still had a
LOW bias when the lower nominal was syntacti-
cally unavailable for attachment. This is in stark
contrast to what one would expect if these models

13Linzen and Leonard (2018) conducted experiments prob-
ing the agreement errors for subject-verb agreement with in-
tervening RCs (and prepositional phrases). Our work is con-
cerned with agreement between an object and its modifying
RC. As such, their task serves as an approximate estimate of
the errors we would expect for humans.

Figure 3: Proportion HIGH vs LOW attachment in
Spanish. Human results from the original Fernández
(2003) experiment and RNN LM results from the EX-
TENDED DATA (derived from Fernández (2003) and
Carreiras and Clifton Jr (1993)).

had learned the relationship between syntactic con-
stituents and relative clause attachment. A possible
alternative to the recency bias explanation is that
RNN LMs might learn that there is a general LOW
attachment bias in English and overgeneralize this
pattern even in cases where one of the nominals is
syntactically unavailable.

7 The case of default HIGH bias:
Spanish

Our English analyses suggest that RNN LMs either
learn a general English LOW attachment prefer-
ence that they apply in all contexts, or that they
have a ‘default’ recency bias that prevents them
from learning HIGH attachment preferences with
more complex, naturalistic training data. In the
case of the former, we would expect that models
trained on a language whose speakers generally pre-
fer HIGH attachment should be able to learn HIGH
attachment. Spanish has a well-attested HIGH bias
in humans (Carreiras and Clifton Jr, 1993; Car-
reiras and Clifton, 1999; Fernández, 2003) offering
a way to distinguish between competing recency
bias and over-generalization accounts. That is, if
the models can learn a HIGH bias when trained on
Spanish data, we should be able to conclude that
the general LOW bias in English is being overgen-
eralized by the RNNs to corner cases where HIGH
bias should be preferred.

7.1 Results

As before, the differences in surprisal were calcu-
lated for each pair of experimental items. If the dif-



ference was greater than zero, the attachment was
coded as LOW. Two sample t-tests were conducted
to see if the mean difference in surprisal differed
significantly from zero for both the direct simula-
tion of Fernández (2003) and the EXTENDED DATA

that included the stimuli derived from Carreiras and
Clifton Jr (1993). The results categorically coded
for HIGH/LOW attachment for the extended stimu-
lus set are given in Figure 3, alongside the human
results reported in Fernández (2003).

For the direct simulation, the mean did not differ
significantly from 0 (BF < 1/3). This suggests
that there is no attachment bias for the Spanish
models for the stimuli from Fernández (2003), con-
trary to the human results. For the extended set of
stimuli, the results were significant (p < 10−5, BF
> 100) with a mean difference greater than zero
(µ = 0.211). Thus, rather than a HIGH bias, as
we would expect, the RNN LMs once again had a
LOW bias.

8 Discussion

In this work, we explored the ability of RNN LMs
to prioritize multiple simultaneous valid interpre-
tations in a human-like way (as in John met the
student of the teacher that was happy). While
both LOW attachment (i.e. the teacher was happy)
and HIGH attachment (i.e. the student was happy)
are equally semantically plausible without a dis-
ambiguating context, humans have interpretation
preferences for one attachment over the other (e.g.,
English speakers prefer LOW attachment and Span-
ish speakers prefer HIGH attachment). Given the
recent body of literature suggesting that RNN LMs
have learned abstract syntactic representations, we
tested the hypothesis that, in training, these models
may have acquired human-like attachment prefer-
ences. We found that they did not.

We first used a synthetic language experiment to
demonstrate that RNN LMs are capable of learning
a HIGH bias when HIGH attachment is at least as
frequent as LOW attachment in the training data.
These results suggest that any recency bias in RNN
LMs is weak enough to be easily overcome by suf-
ficient evidence of HIGH attachment. In English,
the RNNs exhibited a human-like LOW bias, but
this preference persisted even in cases where LOW
attachment was ungrammatical. To test whether the
RNNs were over-learning a general LOW bias of
English, we tested whether Spanish RNNs learned
the general HIGH bias in that language. Once

again, RNN LMs favored LOW attachment over
HIGH attachment. The inability of RNN LMs to
learn the Spanish HIGH attachment preference sug-
gests that the Spanish data may not contain enough
HIGH examples to learn human-like attachment
preferences.

In a post-hoc analysis of the Spanish training
corpus, we find that LOW attachment is 69% more
frequent than HIGH attachment among the RCs
with unambiguous attachment. This distributional
bias in favor of LOW attachment does not rule out
a subsequent HIGH RC bias in the models. It has
been established in the psycholinguistic literature
that attachment is learned by humans as a general
abstract feature of language (see Scheepers, 2003).
In other words, human syntactic representations of
attachment overlap, with prepositional attachment
influencing relative clause attachment, etc. These
relationships could coalesce during training and
result in an attachment preference that differs from
any one structure individually. However, it is clear
that whatever attachment biases exist in the data
are insufficient for RNNs to learn a human-like
attachment preference in Spanish. This provides
compelling evidence that standard training data
itself may systematically lack aspects of syntax
relevant to performing linguistic comprehension
tasks.

We suspect that there are deep systematic issues
leading to this mismatch between the expected dis-
tribution of human attachment preferences and the
actual distribution of attachment in the Spanish
training corpus. Experimental findings from psy-
cholinguistics suggest that this issue could follow
from a more general mismatch between language
production and language comprehension. In par-
ticular, Kehler and Rohde (2015, 2018) have pro-
vided empirical evidence that the production and
comprehension of these structures are guided by
different biases in humans. Production is guided by
syntactic and information structural considerations
(e.g., topic), while comprehension is influenced by
those considerations plus pragmatic and discourse
factors (e.g., coherence relations). As such, the bi-
ases in language production are a proper subset of
those of language comprehension. As it stands now,
RNN LMs are typically trained on production data
(that is, the produced text in Wikipedia).14 Thus,
they will have access to only a subset of the biases

14Some limited work has explored training models with
human comprehension data with positive results (Klerke et al.,
2016; Barrett et al., 2018).



needed to learn human-like attachment preferences.
In its strongest form, this hypothesis suggests that
no amount of production data (i.e. raw text) will
ever be sufficient for these models to generalizably
pattern like humans during comprehension tasks.

The mismatch between human interpretation
biases and production biases confirmed in this
work invalidates the tacit assumption in much inter-
pretability literature that standard training data are
representative of the linguistic phenomena being
studied. There are phenomena, like agreement, that
one may safely expect to follow this assumption,
but there are others, like attachment preferences,
that one may not. Understanding the relationship
between training data and expected model perfor-
mance, or more specifically what type of human
linguistic bias (i.e. comprehension or production)
the data represent and what linguistic bias you want
the model to learn, is necessary for making strong
claims about what linguistic knowledge is and is
not learnable using modern methods.

Although our work has raised questions about
mismatches between human syntactic knowledge
and linguistic representations acquired by neural
language models, it has also shown that researchers
can fruitfully use sentences with multiple interpre-
tations to probe the linguistic representations ac-
quired by those models. Before now, evaluations
have focused on cases of unambiguous grammat-
icality (i.e. ungrammatical vs. grammatical). By
using stimuli with multiple simultaneous valid in-
terpretations, we found that single-interpretation
sentences overestimate the ability of models to
comprehend abstract syntax.
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Chris Dyer, Gábor Melis, and Phil Blunsom. 2019. A
critical analysis of biased parsers in unsupervised
parsing. arXiv preprint arXiv:1909.09428.
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A Fernández (2003) Replications

A.1 English

Figure 4: Proportion HIGH vs LOW attachment in
English. Human results from the original Fernández
(2003) experiment and RNN LM results from the stim-
uli from Fernández (2003).

We compute RNN surprisal for each experi-
mental item from Fernández (2003) as detailed
in Section 3.3 in the paper. The results coded
for HIGH/LOW attachment are given in Figure
4, including the results for humans reported by
Fernández (2003). While these categorical results
enable easier comparison to the human results re-
ported in the literature, statistical robustness was
determined using the original distribution of sur-
prisal values. Specifically, a two-tailed t-test was
conducted to see if the mean difference in surprisal
differed from zero (i.e. the model has some at-
tachment bias). The result is highly significant

(p < 10−5, Bayes Factor (BF) > 100) with a mean
surprisal difference of µ = 0.66. This positive dif-
ference suggests that the RNN LMs have a LOW
bias, similar to English readers.

A.2 Spanish
The results coded for HIGH/LOW attachment for
the Spanish replication are given in Figure 5, in-
cluding the human results reported by Fernández
(2003). The mean did not differ significantly from
0 (BF < 1/3). This suggests that there is no attach-
ment bias for the Spanish models for the stimuli
from Fernández (2003), contrary to the human re-
sults.

Figure 5: Proportion HIGH vs LOW attachment in
Spanish. Human results from the original Fernández
(2003) experiment and RNN LM results from the stim-
uli from Fernández (2003).


